
DEEP FEATURE FACTORIZATION IMAGE DESCRIPTOR

RESULTS

The rows of ! capture the most salient features in the image
and form the basis of our descriptor for image retrieval. Taj
Mahal example: ! can be interpreted using gradient ascent
visualization, as shown below.

1.1. Thesis contributions and outline

(a) Pyramids, K = 4

(b) Taj Mahal, K = 3

Figure 1.3 – Gradient ascent visualization of the features obtained through non-negative
matrix factorization applied to VGG-19 activation for the Pyramids and Taj Mahal subsets
from iCoseg. These visualizations of the rows of V correspond to the heatmap visualizations
of the columns of U shown in Figure 1.2 using the same color encoding, i.e., the blue framed
visualizations above correspond to the blue heatmaps in each corresponding row.

In Chapter 3 we derive an upper bound over the amount of memorization in a network layer,
expressed in terms of the non-negative rank of its activation matrices. We then explicitly apply
compression to the intermediate representations learned by deep neural networks, which
allows us to compare neural networks and determine which one is likely to generalize better -
without the use of a validation set.

We show empirically that NMF is more effective than other matrix factorization techniques at
distinguishing between memorization and generalization. Our method is also effective during
training, which we demonstrate by performing early stopping, before overfitting commences.

Matrix factorization methods have been used for exploratory data analysis for decades. As a
dimensionality reduction method, matrix factorization retrieves a compressed representation
of the data, with fewer redundancies and correlations. When the dimensionality is sufficiently
reduced, qualitative interpretation by human beings is made possible.

We show that this decomposition distills much of the semantics learned by a deep convolu-
tional neural network. We roughly characterize U as “where” and V “what”.

In Chapter 4, we use the U matrix of the NMF decomposition to produce heatmaps as in Figure
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Activations of a neural network layer can be factorized " ≈ $!
under a rank constraint %. The factors $ and ! decompose the
image set as “what” (&) in the image is located “where” ($).
For ReLU networks, which are non-negative, a natural
factorization alg. is non-negative matrix factorization (NMF).

Each column of $ induces a set of heatmaps, which form the
basis of our localization technique. Taj Mahal example: shown
below are % = 3 heatmaps, each with a different color.
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Fig. 2. DFF descriptors are obtained by aggregating NMF basis vectors of deep CNN feature activations. Shown here in solid
lines is the pipeline used to extract a descriptor for every image in the large collection being indexed. An activation tensor
representing N images is reshaped into a matrix whose column represent the C channels at that layer (e.g. 512 for VGG-16
final convolutional layer). Using NMF, the matrix is decomposed into a predefined small number of factors, k. When reshaped
back into feature maps, the k columns of U form heatmaps, which highlight semantic concepts in the scene, while rows in V
are descriptors of those concepts in CNN feature space. The matrices U of V are combined to form the DFF query descriptor,
as per section 3. At search time, we additionally employ the pipeline shown using a dashed line. Before aggregation, a bounding
box is used to filter out rows of V whose corresponding heatmaps do not fall within the bounding box. Filtering thus retains
only factors that are likely to be relevant to the query.
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(a) VGG-16 heatmaps (b) ResNet-50 heatmaps

Fig. 3. Increasing k decomposes the image at differ-
ent scales, localizing more fine-grained concepts. Every
differently-colored segment represents one of k heatmaps
produced by DFF. Best viewed on a color display.

summation and a final l2-normalization. The resulting vector
is v 2 RC , the global DFF image descriptor.

At search time, a query image is given along with a
bounding box indicating the region of interest. In this case,
we follow a similar procedure but include an additional step to
filter out rows of V that represent irrelevant concepts. In par-
ticular, since each row of V has a corresponding heatmap, we
use the provided bounding box to select a subset Vf 2 Rk

0⇥c

+

of k
0 factors, whose heatmaps allocate more than 75% of

their activation within the box. Note that this use of the query
bounding box is different from previous approaches to image
retrieval, where the box is instead used to crop the query im-
age. The matrix Vf replaces V in the remainder of the DFF
descriptor extraction pipeline.

4. EXPERIMENTS

We evaluate DFF for image retrieval on two standard datasets,
Oxford Buildings [15] and Paris Buildings [16]. Both consist
of 5,063 and 6,392 images, respectively, and each includes
55 query images with a list of their corresponding relevant
matches. We score the match between query and target de-
scriptors using cosine similarity. The ranking of the returned
images is evaluated using mean average precision (mAP).

We process images by scaling them such that their smaller
side is 512 pixels, and performing pixel-wise normalization to
achieve zero mean and unit variance. We then extract features
from two popular CNNs, namely VGG-16 [17] and ResNet-
50 [18]. Both networks are pre-trained on ImageNet [19].
For the former we used the deepest convolutional layer, while
for the latter we used the last layer of the third convolutional
block. Both layers give a down-sampling factor of 16 between
feature maps and the input image spatial dimensions.

For DFF, the factorization rank k must be set. In Figure
3 we show qualitatively the effect of increasing k. We tested
retrieval with various k values between 2 and 15. We found
that while performance with k < 4 is degraded, with 4 
k  15 it is nearly identical in terms of mAP. For the reported
results, we set k = 10. We empirically set the Gaussian filter

Retrieval mAP Oxford5k Paris6k

VGG ResNet VGG ResNet

- QE - QE - QE - QE

MAC (Azizpour 2015) 55.7 60.2 57.2 66.5 68 77.6 69.9 81.2

R-MAC (Tolias 2015) 67.8 72.1 71 77.5 77.4 82.4 81.4 85.5

CroW (Kalantidis 2016) 65.4 68.5 63.3 68 74.3 77.1 71.7 76.4

CAM (Jimenez 2017) 71.2 73 69.9 - 80.5 83.6 80.4 80.4

DFF 73.4 74.2 74.8 78.8 83 83.8 83.2 86.2
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We evaluate retrieval on the Oxford- and Paris Buildings datasets (bottom).

Localization IoU Oxford5k Paris6k

AML (Tolias 2015) 51.3 51.4

Exhaustive R-MAC (Tolias 2015) 52.6 52.9

DFF VGG-16 49.3 67.6

DFF ResNet-50 53.2 68.7
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After retrieval, we apply
DFF to the query and top
scoring images, and infer
a bounding box for each
non-query image (top).


